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Abstract—In this study, we show that text-to-image model
underperform on prompts with rare entities, and we solve
this problem with prompt augmentation by introducing more
details with a finetuned language model. We show that prompt
augmentation can improve the performance of rare entities
of a frozen text-to-image model, especially for prompts with
ambiguous entity names or not enough context available. Code
released: https://github.com/LongEarW/imagen rare eval

Index Terms—Text-to-Image, diffusion model, prompt engi-
neering

I. INTRODUCTION

Recent works show that Text-to-Image models could benefit
from the scaling of image-text dataset and LLM size. Image
synthesis works like Imagen [1] and unCLIP significantly out-
perform on COCO dataset [2] with zero-shot testing, compared
with previous methods that even trained on COCO.

As we have discussed in depth during class, few-shot
techniques during test-time has been shown to dramatically
improve performance of LLMs in NLP tasks. Since related
work such as Imagen has shown that LLM scaling laws greatly
affect downstream tasks such as image generation fidelity, we
are motivated to try other techniques from NLP literature,
namely few-shot prompting. We believe that these techniques
will come into play beyond NLP tasks now that task fusion is
occurring in the deep learning space.

In this project, we have the following hypotheses:

1) LLM based Text-to-Image models have lower perfor-
mance on rare objects

2) Prompt engineering by enriching object text descriptions
can improve rare object image generation performance

To show these two hypotheses, we will explore how LLM
based image synthesis models perform on rare or unseen
objects via qualitative and quantitative analysis on image
generations. This is opposed to the generic evaluation dataset,
COCO, which only includes common entities (80 categories,
eg. Person, Toothbrush) [2]. Hence, how will Imagen perform
more generally in the transfer learning space? In general,
answering this question helps us to better understand how
the LLM may be able to encode information about object
text for the subsequent diffusion model, because even though
the training set for Imagen may not include examples of a
particular object, it may arise in the corpus of the LLM training
set. In this project, we also develop a method to enrich the
prompt to improve the performance.

Thus, inspired by these techniques, we investigate the effect
of augmentation on image synthesis tasks with a frozen
generation model in this project.

II. RELATED WORK

LLM for Text-to-Image Text encoder is a critical com-
ponent for text-to-image models. With rising of LLM (large
language models), image synthesis works like GLIDE [3] and
DALL-E 2 [4] observed performance boosting while using
LLM for latent prior. And Imagen discovered that a frozen
generic LLM could be used for text encoding for image
synthesis task, and the synthesis performance could benefit
from scaling of LLMs. Imagen achieved SOTA with T5-
XXL [5], the largest LLM trained on C4 dataset at that time.
However, it is reasonable to consider if the currently used
LLM is “scaled” enough and if any limitation still exists for
future improvement. In this study, we compare the model
performance between prompts with and without uncommon
entities.

Performance augmentation. Re-Imagen suggested model
performance can be boosted when trained with prompts which
are enriched with retrieved information. Similarly, DALL-E 3
[6] came up with utilizing LLM to improve caption quality
with more details for training. Inspired by these works, we
propose to use LLM for prompt enrichment, and provide the
effect on Imagen.

III. IMPLEMENTATIONS

A. Model

As Imagen didn’t release the pretrained model, we use
DeepFloyd-IF, a public text-to-image with similar implementa-
tion of Imagen. Also, we use the first 2 up-sampling diffusion
modules to generate images of 256x256 resolution (the last
super resolution module for 1024x1024 is skipped because of
limitation on GPU resource). This is able to save 30% time
during image generation, while the 256x256 resolution image
is high enough quality for both quantitative and qualitative
analysis.

B. Dataset

To compare model performance on rare and common en-
titites, we need a suitable dataset of caption-image pairs.
However, DeepFloyd-IF is trained on LAION-A and internal
datasets, which we have no access. Hence, we choose a subset
of WebQA’s entity image and entity description pairs. With
similar filtering rules suggested in Re-Imagen, we remove



noisy information like wiki-id and date, and remove entity
descriptions shorter than 4 tokens or longer than 18 tokens.
After doing this, we have 389,750 entity image and description
pairs for evaluation.

C. Rare Entity Selection

To collect prompts of rare entities, we define rare entities as
noun tokens with frequency of one. Namely, we tokenize text
with T5-tokenizor, the same tokenizor used in DeepFloyd-IF
and Imagen. This is so that our statistics of token frequency
matches with the token space of model, and we can take advan-
tage of its subword tokenization and lemmatization features.
In addition, we identify the properties of token with spacy,
a popular NLP processing toolkit, which tags word property
according to text context for better accuracy.

D. Prompt Enrichment

To automatically enrich prompts, we follow DALL-E-3’s
prompt augmentation method. Namely, a language model
is biased to generate descriptive captions. While DALL-E-
3 didn’t release their text-to-image generation system, they
publish 200 samples of concise caption and descriptive caption
pairs. Hence, we come up the idea of finetuning the ChatGPT
to generate highly descriptive captions given concise captions.

We use few-shot to finetune ChatGPT with the template
below:

”messages”: [{”role”: ”system”, ”content”: ”You
are good at adding details into image description”},
{”role”: ”user”, ”content”: $concise caption$},
{”role”: ”assistant”, ”content”: $descriptive cap-
tion$}]

And the finetuned model is used to augment the entity de-
scriptions. Below are is an example of augmented description:

Raw DESCR: Bertinoro, lapide ai caduti della prima
guerra mondiale
Augmented DESCR: a stone monument stands
proudly in the town square of bertinoro, italy, com-
memorating the fallen soldiers of the first world war.
adorned with wreaths of red poppies and surrounded
by a manicured garden, the memorial reflects the
solemnity and gratitude of the community.

One note here to consider is whether the finetuned model
will still produce a description that is too long/complex for
Imagen, especially when compared to the simpler tests that
are shown in Imagen. Another possibility is that ChatGPT
may produce false information that will then be introduced
into the downstream task. Thus, this process may be refined
in the future to handle these issues.

IV. EVALUATION

To evaluate the model performance on common and rare
entities, and study if augmented prompts could improve per-
formance, we measure the generated images by image quality,
image-prompt alignment, and if images are photorealistic.
Following the benchmark used in Imagen, we also make
human evaluation for human preference.

A. Quantative Evaluation

We measure the image quality by FID score (1), and
alignment by CLIP score (2). For FID, µ1 and σ1 represent
the mean and covariance of feature activation of groundtruth
images by InceptionV3, while µ2 and σ2 represent those
of generated images. The lower FID score indicates higher
image quality. For CLIP score, vi represents the visual CLIP
embedding of ith image, and ci represents the textual CLIP
embedding of corresponding caption. The higher CLIP score
indicates better alignment between text and image.

FID = |µ1 − µ2|+ Tr(σ1 + σ1 − 2
√
σ1 ∗ σ2) (1)

CLIP − S =

∑N
i max (cos (vi, ci), 0)

N
(2)

We provide the experiments’ result in Table. I. Comparing
model performance between baseline prompts and prompts
with rare entities, the model significantly underperforms on
rare entities with respect to image quality (higher FID), which
meet the expectation. And we don’t observe significant differ-
ence on text-image alignment. While comparing model perfor-
mance of augmented prompts to prompts with rare entities, we
observe augmented prompts bring better text-image alignment
(higher CLIP score). However, the image quality further decay
(highest FID among all three experiments). We predict that this
is because DeepFloyd is not trained with highly descriptive
prompts, hence the generated images diverge from the training
image sets.

TABLE I
PERFORMANCE METRICS

- Baseline DESCR Rare DESCR Aug DESCR
FID 95.32 125.26 132.71

CLIP 0.2967 0.2976 0.3188

B. Human Evaluation

For evaluation, we are inspired by the techniques used in
Imagen. Specifically, for human evaluation, we try a bench-
mark (266 instances) similar to DrawBench which is large
enough to test the model well, but small enough to perform
trials within the team (three human raters) as for the purposes
of this project. In Drawbench, raters are ask which set of
images is of higher quality and which set of images better
represents the text caption. And in our evaluation, the rates
are given three questions:

1) Which image has better text-image alignment?
2) Which image is more photorealistic?
3) Which image do you prefer?

Then, to compare the original rare image generation with the
enriched generation, we score each pair according to the three
prompts with a tuple (s1, s2, s3), where si = 1 if the original
is better, si = 2 if the enriched is better, or si = 3 if neither
is preferable. We provide the statistics below. Note that the



preference percentages are not 100% in total as some instance
is rated as 3 (neither is preferable)

TABLE II
HUMAN PREFERENCE RATE

- Rare DESCR Aug DESCR
Alignment 29.32% 57.14%

Photorealistic 26.32% 62.03%
Subjective Preference 27.44% 59.40%

In human evaluation, the enriched generations outperforms
the default generation on all metrics (higher preferred rate on
alignment, photorealistic and subjective preference), which are
partially against with the quantitative results in the previous
section. Namely, the quantitative results show augmented
prompts lead to lower image quality, while human evaluation
suggests augmented prompts have significant advantages on
“photorealistic” and “subjective preference”. Also, the human
evaluation suggests augmented prompts has more significant
advantage on alignment.

As to image-to-text alignment, we believe this is because: 1)
the enriched prompts has larger length and will be truncated
by text encoder of CLIP; 2) CLIP is not trained on highly
descriptive captions, some details are omitted. As to subjective
preference and photorealistic, we believe the enriched gen-
erations contain more details, and give a sense of realistic.
In the meanwhile, the enriched generations diverge from the
groundtruth images, and leads to higher FID score, which
only measures the divergence between two image distributions.
Note that the augmented prompts are generated by the fine-
tuned ChatGPT, without the supervision from original images.

An interesting note here for Table 2 is that a sizeable portion
of the evaluation samples are scored si = 3. This means that
many of the generations, enriched or not, are not preferable,
which indicates that the resulting generation is nonsense to
the human evaluator. We discuss the reasoning behind this in
the next section. We also provide some prompts and generated
images that support our assumptions in the next section.

V. GENERATION ANALYSIS

In the following section, we provide analysis for the results
of the human evaluation. Each sample is visualized in the
following manner. Each row contains these items in order:
image number, original dataset image, original caption, default
generation, enriched caption, enriched generation. Next, we
provide some examples of how the human evaluation was
done.

Fig. 1. Human evaluation sample 1.

Figure 1: An example where both generated images are
good, but the non-enriched sample is better. It has better
alignment because it includes the dock next to the ship, and it
is more realistic because the color saturation looks more like
a photo. Thus, we give this a rating of (1, 1, 1).

Fig. 2. Human evaluation sample 2.

Figure 2: Another example where both generated images
are good, but the enriched sample is better because the sliced
meat matches the actual dish, as well as the color palette of
the dish itself. Thus, we give this a rating of (2, 2, 2).

Fig. 3. Human evaluation sample 3.

Figure 3: An example where both generated images
are bad. The resulting images are both nonsense and
unlike the original image. We find that these occur when the
prompt itself is lacking. Thus, we give this a rating of (3, 3, 3).

We admit that this schema for human evaluation can be
flawed and biased, as all three of us know which example is
the enriched generation during evaluation, but we chose to do
this because it was an easier process given the limited time
frame. We believe that this is okay for the project because for
this project we are only interested in the results as a proof-
of-concept. Given the overwhelming preference of augmented
generations over the default generations, we can safely move
this process to the next step in a real study, where we would
choose more human evaluators in a blind voting process. Then,
in this case, all we would show is the original caption and the
default generation versus the enriched generation.

Generally, because we are inputting difficult prompts into
the generator, we find that the image generation can sometimes
lead to nonsense. This occurs especially for figure-caption
pairs from scientific literature, where the figure and caption
build off of one another, so the descriptions in the captions may
be significantly lacking. Hence, it is difficult for Imagen to per-
form well with image alignment without proper descriptions.
See Figure 4 for an example where Imagen fails, but proper
description provided in the enriched prompt helps significantly.
However, in some cases, such as captions following images of
diagrams, the subsequent enriched prompt is still not helpful.
In this case, a more intelligent approach to prompt enrichment
is still needed. Part of the fault here is to do with the original



WebQA dataset. Many of these caption-image pairs that were
included in the dataset would not make sense to a human
evaluator in the first place, as the caption-image pair of a
scientific diagram may be nonsensical. Thus, this could lead
to poorer alignment later on during test time.

Fig. 4. Enriched prompt performs much better.

VI. CONCLUSION AND FUTURE WORK

Through our experimentation, we found that augmented
prompts can greatly improve image generation for rare entities,
especially for prompts with ambiguous names, lacking in
context, or for prompts “unknown” to the model from the text-
encoder training set. This makes sense as what we know from
few-shot learning in NLP transfers to this task well. Providing
more context and logic for the text encoder to work with will
greatly enhance the performance in the downstream task of
image generation. However, we also observe the limitations
of our method:

1) Quantitatively worse image quality with augmented
prompt

2) Enriched details are sometimes omitted by the image
generator

3) No multi-modal guidance for prompt augmentation
We believe that the first two limitations can be solved

with further experimentation and clever prompt engineering
techniques (informative prompts within training prompts’ dis-
tribution). This is because we know how well Imagen can
perform in photorealistic image alignment even given complex
prompts, so the issue is more tied to correctly representing the
enriched prompt correctly. Hence, if time permitted, we plan
to work on:

1) Shorten/simplify the generated enriching text within
certain length

2) Generate a tree of enriched text and optimize
3) Enrich prompts with supervision from the groundtruth

images with the caption ability of GPT
4) Finetune the image generation model with enriched

prompts
5) Gather a larger, unbiased human evaluation metric
As discussed above, the first four points are a variety

of techniques to try for more clever prompt augmentation
experiments. Ablation studies involving these would also be
interesting to test out. Finally, as discussed in the previous
section, point five would be necessary for a true study.
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